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Abstract—A brain microstate is defined as a functional/physiological state of the brain during which specific neural computations are performed. It is characterized uniquely by a fixed spatial distribution of active neuronal generators with time varying intensity. Brain electrical activity is modeled as being composed of a static sequence of nonoverlapping microstates with variable duration. A precise mathematical formulation of the model for evoked potential recordings is presented, where the microstates are represented as normalized vectors constituted by scalp electric potentials due to the underlying generators. An algorithm is developed for estimating the microstates, based on a modified version of the classical k-means clustering method, in which cluster orientations are estimated. Consequently, each instantaneous multichannel evoked potential measurement is classified as belonging to some microstate, thus producing a natural segmentation of brain activity. Use is made of statistical image segmentation techniques for obtaining smooth continuous segments. Time varying intensities are estimated by projecting the measurements onto their corresponding microstates. A goodness of fit statistic for the model is presented. Finally, a method is introduced for estimating the number of microstates, based on nonparametric data-driven statistical resampling techniques.

I. INTRODUCTION

Brain electrical activity recordings consist of time varying measurements of the scalp electric potential field, performed for spontaneous activity (EEG) or for evoked or event-related potentials (EP's, ERP's). These recordings reflect the dynamics of the functional state of the brain. The determination of the functional states [27] and their time sequencing constitutes an important problem of electrophysiology.

In studies of EP/ERP's, the waveshapes are interpreted as being formed by a sequence of components, each appearing as a peak or trough in the voltage versus time plot, characterized by a certain amplitude and latency value [1]. The different components are assumed to reflect different functional states of the brain, corresponding to different stages of information processing.

Viewing multichannel records of EP or ERP data as sequences of momentary potential distribution maps instead of waveshapes indicates that certain map configurations persist during extended epochs (time segments) and that they change rapidly to new configurations that are stable again for given time periods [2]. These time segments of stable map configurations presumably reflect the different steps or modes or contents of information processing, i.e., the functional microstates of the brain [3], [4]. Changes in the spatial distribution of the signal correspond to segment changes, and reflect changes of the functional state. On the other hand, the successive occurrence of microstates does not imply that brain information processing is strictly sequential. The underlying mechanism by which the brain enters a microstate with a given neuronal generator distribution may be composed of any number of sequential or parallel physiological subprocesses [28], [29].

In this work it will be assumed, following Lehmann [3], that the distribution of active neuronal generators (without taking into account intensity) characterizes uniquely the functional microstate of the brain. Formally, this feature corresponds to the normalized current density in the brain. The scalp electromagnetic field reflects the source distribution in the brain. Due to the nonuniqueness of the electromagnetic inverse problem, it may occur that different source distributions produce exactly the same scalp field. However, changes in the scalp field are undoubtedly due to changes in the source distribution. Therefore, a microstate is here defined as being characterized by the normalized vector formed by reference free scalp electric potentials (or by magnetic fields). According to the microstate model, brain electrical activity can then be seen as a sequence of nonoverlapping microstates with variable duration and variable intensity dynamics.

Previous literature on the microstate model has treated aspects such as microstate estimation, segmentation, and physiological validation applying sequential methods [2]-[5]. The method that is presented here is not primarily driven by the sequence of the fields; it examines the entire data set at all time points simultaneously. In the present work, some formal mathematical and statistical problems about this model are dealt with and several new results are presented. It extends earlier work for which preliminary results were obtained [6].

This paper is organized as follows. In Section II-A, a precise mathematical-statistical formulation for the microstate model is given. In Section II-B, an algorithm for its estimation is presented, together with a simple goodness of fit statistic. A method for estimating the number of microstates is derived in Section II-C. In Section III, applications of the methods are illustrated with simulated data and with real ERP recordings.
II. THE MICROSTATE MODEL

A. Definition

A geometrical illustration of the microstate model can be constructed based on an EP/ERP recording with \( N_e \) electrodes \( (N_e > 2) \), transformed to the average reference [7]-[9]. Consider the 2-D plane defined by the electric potential measurements on any two electrodes. A single point on this plane corresponds to an instantaneous measurement. Time varying measurements would be represented as a trajectory consisting of a collection of connected points.

On this plane, a brain microstate is characterized by the coordinate vector of a point located at unit distance from the origin. All points lying on the line going from the origin toward the microstate belong to the same microstate, i.e., all these points have a unique normalized scalp electric potential field (the uniqueness is strictly true only in the case of an infinite number of electrodes). Therefore, as long as a trajectory remains on this line, the brain remains in the same microstate. The distance from the origin to a point on this line is directly related to the intensity (or strength) of the neuronal generators corresponding to this microstate, and is also directly related to the global field power (GFP) [8], which is equivalent to the instantaneous standard deviation of the scalp potential measurements. In general, an ideal full trajectory under the microstate hypothesis consists of a finite number of oriented line segments projecting from the coordinate origin.

In mathematical terms, the microstate model for average reference data can be expressed as

\[
V_t = \sum_{k=1}^{N_p} a_{kt} \Gamma_k
\]

where \( N_p \) is the number of different microstates, \( V_t \) is an \( N_e \times 1 \) vector consisting of the scalp electric potential measurements at time instant \( t\), \( \Gamma_k \) is the normalized \( N_e \times 1 \) vector representing the \( k \)-th microstate, and \( a_{kt} \) is the \( k \)-th microstate intensity at time instant \( t \).

In order to allow for nonoverlapping microstates at each time instant \( t \), all \( a_{kt} \) must be zero except for one. Therefore, at each time instant, the summation in (1) reduces to a single nonzero term, corresponding to a single active microstate. Formally, the following constraints must be satisfied:

\[
\begin{align*}
a_{kt} \cdot a_{kt} &= 0, \forall k_1 \neq k_2, \forall t \\
\sum_{k=1}^{N_p} a_{kt}^2 &\geq 0, \forall t
\end{align*}
\]

(2)

It should be emphasized that in this model the time evolution of the active microstates are free and unrestricted, in the sense that the full system dynamics can, in general, be nonlinear and nonstationary.

In the statistical model, the simplest case will be considered in which the measurements in (1) are contaminated additively with zero mean random noise, independent and identically distributed for all time instants

\[
V_t = \sum_{k=1}^{N_p} a_{kt} \Gamma_k + E_t.
\]

(3)

For average reference data, it will be assumed that the random \( N_e \times 1 \) vector \( E_t \) has a covariance matrix given by \( \sigma^2 H \), where \( H = I - 11' / N_e \) is the linear average reference transformation matrix [6], \( I \) is the identity matrix, and \( 1 \) is a vector of ones.

B. Estimation

For given \( N_p \), the model parameters can then be estimated by minimizing the functional

\[
\mathcal{F} = \frac{1}{N_T(N_e-1)} \sum_{t=1}^{N_T} \left\| V_t - \sum_{k=1}^{N_p} a_{kt} \Gamma_k \right\|^2
\]

(4)

with respect to all \( \Gamma_k \) and \( a_{kt} \), under constraints (2). In (4), \( \|X\| = \sqrt{X'X} \) denotes the norm of \( X \).

The procedure presented here for estimating the microstates is basically a subspace pattern recognition method [26]. Specifically, it is a modified version of the classical k-means cluster method [10] used in many unsupervised learning pattern recognition applications. It will be termed the \( N \)-microstates algorithm in the context of brain electrical activity. Essentially, the algorithm is a grouped variable coordinate descent method [11] consisting of iterations alternating between two basic steps.

In one step, the normalized and linearly independent set of vectors \( \Gamma_k (k = 1 \cdots N_p) \) is given. The minimum of functional (4) with respect to \( a_{kt} \) under constraints (2) is then obtained as follows. The orthogonal squared distance between each measurement vector and each microstate is computed

\[
\alpha_{kt}^2 = V_t' \cdot V_t - (V_t' \cdot \Gamma_k)^2.
\]

(5)

Each measurement is labeled as belonging to that microstate to which it is closest. If \( L_t \) denotes the microstate label, then

\[
L_t = \arg\min_k \alpha_{kt}^2.
\]

(6)

The estimator for the nonzero \( a_{kt} \), where \( \kappa = \hat{L}_t \), is given by

\[
\hat{a}_{kt} = V_t' \cdot \Gamma_{\kappa}.
\]

(7)

This part of the algorithm, consisting of (5)-(7), is carried out for all vectors \( V_t \).

In the other step, the labels \( L_t \) are given, and the minimum of functional (4) with respect to \( \Gamma_k \) under constraints (2) is obtained directly as the normalized eigenvector corresponding to the largest eigenvalue of the matrix

\[
S_k = \sum_{t} V_t \cdot V_t'.
\]

(8)

Note that the summation includes only time points for which \( L_t = k \). Therefore,

\[
\hat{\Gamma}_k = \arg\max_X X' S_k X, \quad \text{under constraint} \quad \|X\| = 1.
\]

(9)

This part of the algorithm is carried out for all microstates.

The algorithm, summarized in Table I, alternates iteratively between groups of (5)-(7) and (8) and (9). The process is started with an initial guess for either the microstates \( \Gamma_k \) or the labels \( L_t \), and is terminated when successive iterates of the functional \( \mathcal{F} \) differ negligibly. Note that the minimum of
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The explained variance is then given by the squared correlation coefficient, i.e., the data variance. The results corresponding to the minimum is the data variance.

In practice, it is restarted several times with different initial microstates, using randomly selected normalized eigenvectors of \( \Sigma \) with largest eigenvalue, and almost any choice of microstate gives a good fit. In other words, the variance of the estimator for \( \bar{L}_t \) increases with low GFP. Expressed in mathematical terms, when \( \langle V_t \cdot V_t \rangle \) in (5) is small, \( d^2_{zt} \) is small for all microstates.

Microstates should not change randomly from one time instant to the next. Rather, they should be stable for a certain amount of time until they change. In order to ensure a certain degree of time continuity of each segment, a final relabeling step is carried out, in which a measurement is assigned to that microstate which satisfies two requirements: 1) the distance between the measurement and the microstate should be small, and 2) the majority of the neighboring measurements (nearby in time) should belong to the same microstate. Requirement 1 expresses goodness of fit, while 2) expresses the notion that measurements that are close together in time tend to be in the same microstate.

The compromise between goodness of fit and smoothness can be established in terms of well-known smoothing techniques used in statistics [13]. In this case, for given \( N_p \) and \( \Gamma_k (k = 1 \cdots N_p) \), smoothing of the label time series is achieved by minimizing the following functional with respect to \( L_t \):

\[
\mathcal{F} = \sum_{t=1}^{N_T} \left( V_t \cdot V_t - \left( \sum_{j=1}^{K} \alpha^j \cdot V_j \right)^2 / (N_T(N_p - 1)) \right)
\]

is the data variance.

The algorithm in Table I does not necessarily guarantee that the absolute minimum of \( \mathcal{F} \) (4) will be found. Actually, it is very sensitive to the starting point (initialization), as with many clustering algorithms [12], and may terminate at a local minimum or even at a saddle point. Therefore, in practice, it is restarted several times with different initial microstates, using randomly selected normalized \( V_t \) vectors from the data. The results corresponding to the minimum \( \mathcal{F} \) among all repetitions is retained. The strategy is not costly since the algorithm is quite efficient computationally, e.g., an implementation running on a 486-based PC, 50-MHz clock rate, for \( N_x = 21, N_T = 256 \), and \( N_p = 9 \), takes 2 s/iteration, and usually less than 10 iterations for convergence.

Another general problem inherent to all clustering methods is the resolving power with respect to "close" clusters. In the case of the algorithm in Table I, "close" means high linear dependency between microstates. However, the concept of "closeness" is a statistical one since highly collinear microstates can be resolved provided that the noise variance in (3) is sufficiently small. Although this issue will not be treated in the present paper, an objective estimation of the number of microstates (i.e., "clusters") that can be statistically resolved is given in the following subsection.

The estimated label time series \( \bar{L}_t \) contains all the necessary information for segmentation, i.e., each measurement at each time instant belongs to only one microstate. However, \( \bar{L}_t \) is very noisy at times of low GFP since under such conditions the distances from the measured field to all microstates are small and almost any choice of microstate gives a good fit. In other words, the variance of the estimator for \( \bar{L}_t \) increases with low GFP. Expressed in mathematical terms, when \( \langle V_t \cdot V_t \rangle \) in (5) is small, \( d^2_{zt} \) is small for all microstates.
Table II: The Segmentation Smoothing Algorithm

1) Given $N_D$ and $T_i$ ($i = 1 \ldots N_T$), set $a_0^\alpha = 0$, set window size parameter $b$ (e.g. $b = 3$), set non-smoothness penalty parameter $\lambda$ (e.g. $\lambda = 5$), and set the convergence criterion parameter $\epsilon$ (e.g. $\epsilon = 10^{-5}$).

2) For $i = 1 \ldots N_D$, compute $L_i = \arg \max \{ V_i^2 \} \big/ \{ |\{N_i(-1)|\} \}

3) For $i = 1 \ldots N_D$, set $A_i = L_i$.

4) Compute $\bar{c} = \sum \{ V_i \} \big/ \{ \{N_i(-1)|\} \big/ \{ |\{N_i(-1)|\} \}

5) For $i = 1 \ldots N_D$, compute $N_i = \sum \{ V_i \}$. where $\{V_i \} = 0$ if $v = v'$, $\{V_i \} = 1$ otherwise.

6) Compute $\bar{c} = \sum \{ V_i \} \big/ \{ \{N_i(-1)|\} \big/ \{ |\{N_i(-1)|\} \}

7) Compute $\bar{c} = \sum \{ V_i \} \big/ \{ \{N_i(-1)|\} \big/ \{ |\{N_i(-1)|\} \}

8) If $\{V_i \} \leq \{V_i \}$, then go to step 9, otherwise, set $\{V_i \} = \{V_i \}$ and go to step 5.

9) For $i = 1 \ldots N_D$.

9a) Set $r = L_i$.

9b) For $i = 1 \ldots N_T$, and $i \neq r$, set $a_0^\alpha = 0$.

9c) Compute $a_0^\alpha = \bar{c}_i \big/ \{ \{N_i(-1)|\} \big/ \{ |\{N_i(-1)|\} \}

10) Compute $r = \bar{c}_i \big/ \{ \{N_i(-1)|\} \big/ \{ |\{N_i(-1)|\} \}

C. Validation

The previous subsection treated the model estimation problem for the case when the number of microstates was known a priori. In this subsection, the estimation of $N_\mu$, i.e., the model validation problem, will be handled.

The goodness of fit statistic $R^2$ (11) by itself gives no information about $N_\mu$. It is a monotonic increasing function of $N_\mu$, meaning that the larger the number of assumed microstates, the better the fit to the data. A classical statistical approach for estimating $N_\mu$, based on the $R^2$ statistic and its probability density, can be summarized as follows: 1) set $N_\mu = 1$; 2) estimate the microstate model and the corresponding $R^2$ statistic; 3) test $H_0: R^2 = 0$ versus $H_1: R^2 > 0$; 4) if $H_0$ is rejected, then stop, otherwise set $N_\mu = N_\mu + 1$ and go to step 2. Theoretically, this process terminates at the correct $N_\mu$ value. However, there is a great practical difficulty with this approach since the probability density for $R^2$ under the microstate model is presently unknown, and furthermore, it seems to be quite complicated to calculate.

An alternative methodology for estimating $N_\mu$ is based on the use of resampling techniques [15]. They have the advantage over parametric methods, such as the one previously described, of requiring very few statistical assumptions. Furthermore, they are very appealing in the sense that they are data driven. The main intuitive ideas underlying the cross-validation methodology can be appreciated by analyzing the problem of selecting the optimum number of ordered independent regression variables in a linear model. Another important reason for briefly reviewing this example is that there exists a structural similarity to the microstate model, as will be pointed out later.

Consider the data set $D$ formed by pairs $(Y_i, X_{iq})$, $i = 1 \ldots N_D$, where $Y_i$ are real valued, $X_{iq}$ are $q \times 1$ vectors, $q$ is the number of ordered independent variables, and $q$ may vary in the range $1 \ldots M$. The familiar linear regression model is

$$Y_i = X_{iq}^\prime \cdot A_q + \epsilon_i,$$

where $A_q$ is the $q \times 1$ vector formed by the regression coefficients, and $\epsilon$ is random noise independent and identically distributed with zero mean and variance $\sigma^2$. Stacking the points appropriately for the data set $D$ allows the model to be written as $Y = X_A \cdot A_q + E$, where $Y$ and $E$ are $N_D \times 1$ vectors, and $X_A$ is an $N_D \times q$ matrix with rank $(X_A) = q < N_D$. Define the reduced data set $D^j$ formed by pairs $(Y_j, X_{ij})$, $j = 1, 2, \ldots, j - 1, j + 1, \ldots, N_D$. Let $A_q^j$ denote the least squares estimator for $A_q$ obtained by fitting the model to $D^j$. For a given number of variables $q$, the cross-validation residual variance estimator is defined as

$$\hat{\sigma}_c^2(q) = \sum_{j=1}^{N_D} ||Y_j - X_{ij}^\prime \cdot A_q^j||^2 / N_D.$$ (14)

According to the cross-validation criterion, the optimum number of independent regression variables $q$ is chosen as the one that minimizes (14). If the optimum model actually exists, then $\hat{\sigma}_c^2(q)$ as a function of $q$ has a minimum at the correct value. This is so because $\hat{\sigma}_c^2(q)$ measures the predictive residual variance of the model, and therefore, an incorrect model will only be capable of yielding worse prediction. In contrast, consider the familiar residual variance estimator

$$\hat{\sigma}_c^2 = \sum_{i=1}^{N_D} ||Y_i - X_{iq}^\prime \cdot \hat{A}_q||^2 / N_D.$$ (15)

where $\hat{A}_q = (X_qX_q^{-1} \cdot X_qY)$ is the least squares estimator for the full data set $D$. This nonpredictive statistic is a monotonic decreasing function of $q$, which by itself gives no information about the optimum number of variables in the regression. Its behavior reflects the fact that the larger the number of variables in the regression, the better the fit.

An improvement over the statistical performance of (14) consists of the rotation-invariant generalized cross-validation residual variance, derived by Golub et al. [16]

$$\hat{\sigma}_c^2 = \sigma^2(q) \cdot |N_D^{-1} \cdot \text{tr}(I - X_A^\prime (X_A^\prime X_A)^{-1} X_A)|^{-2}$$ (16)

where $\sigma^2(q)$ is given by (15) and $\text{tr}(M)$ denotes the trace of matrix $M$. A further advantage of (16) over (14) is its computational simplicity. Since $\text{rank}(X_A^\prime) = q$, (16) may be written as

$$\hat{\sigma}_c^2 = \sigma^2(q) \cdot |N_D^{-1} \cdot (N_D - q)|^{-2}.$$ (17)

Now consider the general case of reference dependent data $V_t^\prime$, $t = 1 \ldots N_T$, which may be viewed as a collection of points in $N_T$-dimensional space. Upon transforming to average reference data, $V_i = HV_t^\prime$, the new points will lie in an $(N_T - 1)$ subspace because $\text{rank}(H) = N_T - 1$. However, under the ideal microstate model (1) without additive random noise, and if $N_T \leq (N_T - 1)$, then the points $V_i$ lie in an $N_T$ subspace. Therefore, estimating $N_\mu$ is equivalent to the estimation of the subspace occupied by the reference independent data. In terms of the eigenvectors of the matrix

$$S = \sum_{t=1}^{N_T} V_t^\prime V_t^\prime / N_T$$ (18)

...
and taking into account the statistical microstate model (3), the data may equivalently be expressed as a linear regression model

\[ V_t = \theta_q \cdot B_t + E_t \quad (19) \]

where \( \theta_q \) is an \( N_s \times q \) matrix whose columns are the first \( q \) normalized eigenvectors of \( S \) in descending eigenvalue order, \( B_t \) are regression coefficients (or factor scores), and \( E_t \) is independent of \( B_t \). Note that this model is correct for \( q = N_p \).

Equation (19) establishes the structural similarity between the linear regression model and the microstate model without constraints (2). For given eigenvectors \( \theta_q \), the conditional generalized cross-validation residual variance for model (19) then is

\[ \hat{\sigma}_{pcv}^2(q) = \hat{\sigma}_S^2(q) \cdot [(N_s - 1)^{-1} \cdot (N_s - 1 - q)]^{-2} \quad (20) \]

where

\[ \hat{\sigma}_S^2(q) = \sum_{i=q+1}^{N_s-1} \alpha_i / (N_s - 1) \quad (21) \]

and \( \alpha_i \) are the eigenvalues of \( S \) (18) in descending order. Note that \( \hat{\sigma}_S^2(q) \) is the nonpredictive variance unexplained by the first \( q \) eigenvectors. Therefore, one estimator for \( N_p \) is given by the value of \( q \) at which the predictive residual variance (20) attains its minimum.

The actual estimation of the microstate model as presented in the previous subsection is performed under two major restrictions: first, microstates do not overlap in time (given by (2)), and second, the label time series producing the segmentation must be smooth (minimization of (13)). Equations (19) and (20) do not include these constraints. Motivated by these arguments, a modified version of the predictive residual variance which explicitly takes into account these features is

\[ \hat{\sigma}_{mcv}^2(q) = \hat{\sigma}_p^2 \cdot [(N_s - 1)^{-1} \cdot (N_s - 1 - q)]^{-2} \quad (22) \]

where \( \hat{\sigma}_p^2 \), given by (10), is the microstate model nonpredictive residual variance for \( q \) different microstates. As before, \( N_p \) is estimated as the \( q \) value minimizing \( \hat{\sigma}_{mcv}^2 \).

III. EXPERIMENTAL RESULTS

A. Simulated Data

The performance of the algorithm (Tables I and II) for fitting the microstate model, and the performance of the model validation criteria (20) and (22) were evaluated by means of simulated data.

In these experiments, scalp electric potentials were produced according to (1) under restrictions (2) with \( N_p = 3, N_s = 21, N_T = 256, \sigma_w = U[-1, 1] \) (independent uniformly distributed pseudorandom numbers between \(-1 \) and \( 1 \)), \( \kappa = I_T \), and

\[ L_t = \begin{cases} 1 & \text{for } (1 \leq t < 50) \\ 2 & \text{for } (51 \leq t < 100) \\ 3 & \text{for } (101 \leq t < 150) \\ 2 & \text{for } (151 \leq t < 256) \end{cases} \]

Fig. 1. Modified \( (\sigma_{pcv}^2) \) and generalized \( (\hat{\sigma}_{pcv}^2) \) cross-validationary criteria and explained variance \( (R^2) \), as functions of number of microstates, for synthetic data with \( N_p = 3 \). The six graphs correspond to three different noise variance values \( (\beta = 0.05, 0.1, \text{and } 0.2) \) and two conditions (UCN = uncorrelated noise and CN = correlated noise). \( \mu \text{ St.} = \text{microstates.} \)

The microstate vectors were randomly generated by first setting \( \Gamma_{k,i} = U[-1, 1] \), for \( k = 1 \cdots N_p \) and \( i = 1 \cdots N_s \), followed by transformation to common average reference and normalization. The noise vectors in model (3) were obtained as \( E_t = \beta H W C_t \), where the \( N_s \times 1 \) vectors \( C_t \) were randomly generated by setting \( C_{t,i} = U[-1, 1] \), for \( t = 1 \cdots N_T \) and \( i = 1 \cdots N_s \). \( W \) is a matrix controlling the noise covariance structure, \( H \) is the average reference transformation matrix, and \( \beta \) is a parameter controlling the magnitude of the noise variance.

In a first set of experiments, \( W = I \) was used, corresponding to simulated data completely consistent with the statistical microstate model as given by (3), with noise covariance of the form \( \sigma^2 H \). This type of covariance structure is likely to result under ideal conditions in which the deviation from model (1) is due to pure instrumental uncorrelated noise.

In a second group of experiments, higher spatial correlation was simulated, obtained by setting

\[ W_{ij} = \begin{cases} (1/3) & \text{if } |i - j| \leq 1 \\ (1/3) & \text{if } |i - j| = (N_s - 1) \\ 0 & \text{otherwise} \end{cases} \]

for \( i, j = 1 \cdots N_s \). Here, the covariance now has the structure \( \sigma^2 H W W^T H \), which constitutes a violation of the assumptions in model (3). The main motivation for studying the effect of spatially correlated noise is that the most likely source of deviation from the ideal microstate model (1) is biological noise. In other words, if a relatively small fraction of the neuronal generators are not operating according to (1), then the resulting effect is that of spatially correlated deviations, due to the volume conductor effects of the head [17]. It should be emphasized that the main reason for not having treated the more realistic model with additive correlated noise here is the very high complexity of the problem.

Fig. 1 illustrates the main results. The three graphs in the top row correspond to quasi-uncorrelated noise \( (\sigma^2 H) \). Both cross-validationary criteria give the correct estimate for \( N_p \). However, it should be noted that the modified criterion (22) produces...
a sharper minimum than the generalized version (20). The three graphs in the bottom row were obtained with spatially correlated noise. In this case, the generalized cross-validation criterion breaks down, predicting values for \( N_\mu \) greater than nine, while the modified criterion produced the correct estimate in all cases. Also included in Fig. 1 is the goodness of fit statistic \( R^2 \) as a function of \( N_\mu \). As previously discussed, it is seen to be a monotonic increasing function.

With respect to estimation errors, there are two noteworthy results which summarize the situation. First, the lowest correlation coefficient (i.e., the cosine of the angle) between theoretical and estimated microstates was 0.9899. And second, the square correlation coefficient (i.e., the cosine of the angle) between theoretical and estimated microstates was 0.9899. This whole process was repeated using amplifiers with high and low pass filters at 0.1 and 40 Hz.

B. ERP Data

Cognitive ERP data with \( N_\mu = 21 \) (10/20 international electrode placement system, including electrodes at Oz and at Fpz) were obtained for 12 normal adult subjects (six female and six male). Auditory stimulation was used consisting of 80 dB tones given at 1 m distance from the subjects, with 55 ms duration, and 1044 ms between successive stimuli. Two types of tones (1 and 2 kHz) were presented, randomly ordered, with an asymmetric presentation frequency (20% and 80%), corresponding to two different stimulation conditions. The subjects were required to count the number of rare (less frequent) tones only, in a series of three experiments of 2 min duration each, with 1 min break in between. In half of the subjects (randomly selected), the 1-kHz tone had high presentation frequency. The ERP's were recorded at 250 sample/s, with \( N_T = 256 \), using amplifiers with high and low pass filters at 0.1 and 40 Hz.

Two average ERP's (averages over stimuli and over subjects), corresponding to the frequent and rare conditions, were calculated as follows. First, the algorithm in Table I was applied to the two ERP's merged into a single data set with \( N_T = 512 \). This step produced the microstate estimators common to both ERP's. Second, the algorithm in Table II

<table>
<thead>
<tr>
<th>( N_\mu )</th>
<th>( \sigma_{\text{ev}}^2 )</th>
<th>( \sigma_{\text{mv}}^2 )</th>
<th>100 ( \cdot ) ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5355</td>
<td>1.5355</td>
<td>53.39</td>
</tr>
<tr>
<td>2</td>
<td>0.3481</td>
<td>0.6626</td>
<td>81.99</td>
</tr>
<tr>
<td>3</td>
<td>0.2472</td>
<td>0.5137</td>
<td>87.51</td>
</tr>
<tr>
<td>4</td>
<td>0.1866</td>
<td>0.4817</td>
<td>89.63</td>
</tr>
<tr>
<td>5</td>
<td>0.1537</td>
<td>0.4765</td>
<td>90.98</td>
</tr>
<tr>
<td>6</td>
<td>0.1365</td>
<td>0.4973</td>
<td>91.80</td>
</tr>
<tr>
<td>7</td>
<td>0.1240</td>
<td>0.5450</td>
<td>92.25</td>
</tr>
<tr>
<td>8</td>
<td>0.1167</td>
<td>0.5873</td>
<td>92.88</td>
</tr>
<tr>
<td>9</td>
<td>0.1113</td>
<td>0.6681</td>
<td>93.20</td>
</tr>
</tbody>
</table>

was applied separately to each ERP in order to obtain the respective label and strength time series estimators. Finally, the goodness of fit measures were computed over the whole data set, i.e., for \( N_T = 512 \). This whole process was repeated for \( N_\mu \) values ranging from 1 to 9. Table III presents the generalized and modified predictive residual variances and the squared correlation coefficient, as a function of the number of microstates. Only the modified criterion (22) produces an estimator for the number of microstates (\( N_\mu = 5 \)) within the explored range (1 ≤ \( N_\mu \) ≤ 9).

Fig. 2 illustrates the global field power (GFP) curves and the segmentation results obtained with \( N_\mu = 5 \). The major features to note here are the following:

1) In both conditions, the early part of the ERP's (up to approximately 140 ms) have the same microstate, but with higher GFP for the rare condition. This first segment, with maximum GFP at approximately 100 ms, corresponds to the auditory N1 component [1]. The second segment has a GFP peak at approximately 160 ms, corresponding to the P2 component. Different microstates were found in the second segment for the two ERP's, with stronger central positivity for the frequent condition.

2) ERP amplitude differences in the auditory N1-P2 complex is a classical observation [18], [19]. As can be seen, our method can differentiate amplitude and topography effects. It should be emphasized here that for EP/ERP's in general, polarity is significant from a functional point of view, i.e., even if the microstate had remained the same (as in the first and second segments of the rare ERP in Fig. 2), polarity reversal of the strength (\( \alpha_{\text{ph}} \)) indicates a change of the functional brain state.
2) The rare condition ERP has the expected large P300 component [20], with maximum GFP at approximately 330 ms. However, this classical endogenous component is divided into two segments, the change occurring at approximately 370 ms, and corresponding to two distinct microstates. This result is in agreement with studies of the P300 component made by Friedman et al. [21], who argued about the existence of "early" and "late" subcomponents with different scalp electric potential distributions and different roles in terms of information processing. Further support to the physiological validity of the results obtained here is found in earlier studies of the P300 component, in different experiments performed by Michel et al. [4], [22], using other segmentation techniques which also produced two segments for this component.

3) The frequent condition ERP has a very small P300, as expected [20], both in terms of intensity (GFP) and duration.

The foregoing results were obtained with average EP data across subjects (super-averages). Alternatively, segmentation could be performed for all single subject EP's. This seems to be the preferred method if intersubject variability is high, since averaging may smooth out segment borders and topographies. Fortunately, this does not seem to be the case with our data, where relatively high goodness-of-fit measures (explained variance in the range 86–89%) were obtained by using the estimated super-average microstates on each single subject EP.

IV. CONCLUSION

Methods are developed in this paper for segmentation of brain electrical activity into microstates and for the estimation of the number of microstates. Tests performed on synthetic data and on real ERP measurements provide strong empirical support for the validity of the methods, both from a statistical and physiological point of view. The methods can be extended in a straightforward manner to include both electric potential and magnetic field measurements of brain activity.

The procedure results in a certain finite number of segments for the whole ERP map series data. Some of these segments might have the same label but appear at different time intervals. The same labels mean that they are treated as having the same map configuration. Whether the configurations are statistically identical over subjects can be tested post hoc by computing spatial correlation coefficients of the mean map between segments. Even if the segment configurations are not statistically different, it does not necessarily imply that they reflect the same functional microstate, because they appear at different times after information input and occupy different order locations in the concatenation of microstates. The time in which a segment appears is relevant for the functional significance of the segment. Early segments are more likely to be affected by perceptual manipulations while later segments are mainly influenced by manipulations of the cognitive demands [4]. Therefore, an identical labeling of segments that appear at different times does not automatically mean that they have the same functional relevance. For determining the functional property of a certain segment, comparisons between different experimental conditions have to be performed and the sequence, i.e., the syntax of the segments, has to be examined.

The microstate segmentation approach discussed in this paper for EP/ERP data can also be applied to spontaneous multichannel brain electric activity when disregarding the periodic polarity reversals. Earlier work used a sequential approach for segmentation of spontaneous EEG [23]–[25].

In the present nonsequential approach, however, reoccurrence of a segment with the same label at different times requires testing for statistical difference if functional assumptions about repetitive microstates are pursued. Further, the possibility that successive microstates concatenate into higher order units might also be functionally important in spontaneous EEG and needs to be examined. Classification of related microstates into "super classes," as we suggested earlier [25], should not be considered as final recognition of all brain states that reflect the same function, neither in EP/ERP nor in spontaneous EEG.
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